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have inspired considerable interest in AI ethics, and how 
best to ensure that AI systems are designed and used in 
ways that reduce, mitigate, or avoid such harms. Part of this 
response is how to effectively address the ethical risks of AI 
systems [6].

In this paper we present a new account of ethical risk for 
AI. We argue that an ethical risk for an AI system is any risk 
associated with it that may cause stakeholders in the system 
to fail one or more of their ethical responsibilities towards 
other stakeholders. By ‘stakeholders’, we refer to the human 
agents (or groups of human agents) who may affect an AI 
system, or be affected by how others use it. Further to this, a 
stakeholder can also be at ethical risk from an AI system if 
they are dependent on another stakeholder who makes deci-
sions about some characteristic of that AI system that may 
affect them in a way that means they can be wronged or 
harmed by the decision-maker’s failure to fulfil their ethical 
responsibilities towards them.

To support this account, we bring together several con-
cepts from the philosophy of technology, ethical responsibil-
ity, ethics of risk, and republican political theory that, to our 
knowledge, have not been combined into a single account of 

1 Introduction

As artificial intelligence (AI) and machine learning (ML) 
applications have become widespread, the risks associated 
with these systems have also become a topic of widespread 
interest. These risks range from biased decisions that reflect 
and reinforce existing social, racial, and gender inequalities 
[1–3] to failures in autonomous vehicles that lead to fatal 
accidents [4, 5]. These risks, both realised and potential, 
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Abstract
The term ‘ethical risk’ often appears in discussions about the responsible development and deployment of artificial intelli-
gence (AI). However, ethical risk remains inconsistently defined in this context, obscuring what distinguishes it from other 
forms of risk, such as social, reputational or legal risk, for example. In this paper we present a definition of ethical risk for 
AI as being any risk associated with an AI that may cause stakeholders to fail one or more of their ethical responsibilities 
towards other stakeholders. To support our definition, we describe how stakeholders have role responsibilities that follow 
from their relationship with the AI, and that these responsibilities are towards other stakeholders associated with the AI. 
We discuss how stakeholders may differ in their ability to make decisions about an AI, their exposure to risk, and whether 
they or others may benefit from these risks. Stakeholders without the ability to make decisions about the risks associated 
with an AI and how it is used are dependent on other stakeholders with this ability. This relationship places those who 
depend on decision-making stakeholders at ethical risk of being dominated by them. The decision-making stakeholder is 
ethically responsible for the risks their decisions about the AI impose on those affected by them. We illustrate our account 
of ethical risk for AI with two examples: AI-designed attachments for surgical robots that are optimised for treating spe-
cific patients, and self-driving ‘robotaxis’ that carry passengers on public roads.
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ethical risk. From the philosophy of technology, we draw on 
the understanding of AI systems as sociotechnical systems 
that include the physical artifacts that make up the AI itself, 
the stakeholders who affect and are affected by it, and the 
institutions that determine how it is used. We add to this the 
recognition that ethical responsibilities may take different 
forms (such as obligation, accountability, and blameworthi-
ness), and that the stakeholders within these systems have 
ethical responsibilities to other stakeholders who may affect 
or are affected by using the AI. From the ethics of risk, we 
draw on the insight that stakeholders may be decision mak-
ers about a risk, beneficiaries of it, exposed to risk, or some 
combination of these roles [7]. Finally, we use the concept 
of domination from republican political theory to analyse 
whether the relationships between stakeholders that these 
risk roles describe create circumstances where a stakeholder 
is negatively affected by the decisions about an AI system 
made by another without having a say in that decision.

Drawing on these concepts allows us to elaborate on 
how the roles played by different type of stakeholders (such 
as developers, end users, and data subjects) describe their 
ethical responsibilities towards others, and how they are 
dependent on the actions performed by other stakeholders. 
Emphasising the relationships between stakeholders gives 
this account of ethical risk for AI a clear way of distinguish-
ing ethical risk from other forms of risk. This would assist 
developers, users, and those affected by AI in recognising 
the ethical risks of AI applications that do not necessarily 
correspond to more recognisable legal and technical risks. 
Stakeholders may find this approach useful to avoid incur-
ring ‘ethical debt’ in AI, where AI systems are designed, 
developed, deployed, and used without anticipating the 
potential ethical issues with the system [8].1

To support our account of ethical risk for AI, in Sect. 2 
we briefly survey how ethical risk has been defined previ-
ously in business and professional ethics, and in technical 
standards. In Sect. 3 we explain why AI presents a particular 
problem for how we usually understand risk and responsi-
bility for technology. In Sect. 4 we discuss how AI systems 
may be understood as sociotechnical systems that include 
the physical artifacts that make up the AI itself, the stake-
holders who affect and are affected by it, and the institutions 
that determine how it is used. We also arrive at our new defi-
nition of ethical risk for AI, and introduce the two examples 
of AI applications we will use to illustrate our discussion 
of the relationships between AI stakeholders. In Sects. 5 
and 6 we discuss how identifying whether stakeholders are 
decision-makers about a risk or are affected (positively or 

1  Ethical debt is analogous to the concept of ‘technical debt’ in soft-
ware development, where simpler but less robust solutions to techni-
cal problems are used with the intent of replacing them with more 
robust but complex solutions later [8].

negatively) may be used to identify dependent relationships 
between them. In Sect. 7, we argue that the ethical respon-
sibilities of stakeholders who are decision-makers about 
how others are affected by the risks posed by an AI system 
prevent these dependent relationships from becoming ones 
where the decision-maker dominates those dependent on 
their decisions. Finally, in Sect. 8 we conclude the paper 
with a summary of what we have presented.

2 The problem of AI for ethical risk

The ethics of risk is a rich vein of ethics and political philos-
ophy, and due to space constraints we can only give a brief 
sketch of the concepts that are applicable to AI here.2 Ethi-
cal risk is a concern for AI for several reasons: Blackman 
[6] lists physical harm, mental harm, autonomy (privacy 
violations), trustworthiness and respect, relationships and 
social cohesion, social justice and fairness, and unintended 
consequences as categories of ethical risk for organisations 
that use or develop AI. AI technology and its applications 
have several characteristics that contribute to these risks, 
such as:

 ● Many forms of machine learning (ML) are opaque (or 
‘black boxes’), meaning that it is difficult (if not impos-
sible) for developers and users to understand exactly 
how the system made a particular decision [9, 10]. 
This opaqueness may affect the trustworthiness of AI 
systems.

 ● AI may be incorporated into robotic systems (such as 
autonomous vehicles), where the AI is in control of the 
system’s physical functions. This may result in physical 
harm if the AI makes errors in deciding how to operate 
the physical systems that implement its decisions.

 ● Implicit and explicit biases in the data used to train 
ML systems may be reflected in the system’s output [3, 
11, 12]. Such biases may negatively affect trustworthi-
ness and respect, social cohesion, and social justice and 
fairness.

 ● Using AI systems for decision-making may lead to ‘re-
sponsibility gaps’, where there is uncertainty about re-
sponsibility for the decisions recommended (or actions 
taken) by AI systems [13, 14]. This uncertainty is cre-
ated by situations where it seems appropriate to hold 
someone responsible for the output of an AI system, but 
there are legitimate doubts about who (if anyone) is re-
sponsible the system producing that output [15].

 ● Using AI systems to make decisions about people’s lives 
and livelihoods, without providing them the information 

2  Detailed examinations of the ethics of risk include Lewens [72], 
Hansson [70], and Nihlén Fahlquist [31].
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needed for them to advocate for themselves in response 
[1, 16].

 ● AI systems may be used to optimise user engagement 
with a social media platform, leading to platforms show-
ing users more extreme content to keep them engaged. 
Users may become radicalised by the growing amount 
of extreme content (that also encourages distrust of al-
ternative views) they are exposed to via the platform, 
creating ‘echo chambers’ for these users [17, 18]. This 
may cause mental harm to users and damage human re-
lationships and social cohesion.

While Blackman does not explicitly define ethical risk, he 
describes mitigating ethical risks as a means of avoiding 
breaches of an organisation’s ethical values.3 These values 
may be clarified by considering ‘ethical nightmares’ that an 
organisation should strive to avoid [6]. Such ethical night-
mares may be derived from the organisation’s context, such 
as the industry it belongs to, the kind of organisation it is, 
and its relationships with stakeholders [6].

Defining ethical risk for AI is important for distinguish-
ing this type of risk from other risks that may emerge from 
developing or using AI. Ethical risk is mentioned in busi-
ness and professional ethics. To give just two examples, it is 
described as “simply risks that occur from ethical failures” 
[19], and “the risk of consciously adopting unethical behav-
iour” [20]. In this context, ethical failures may be unwanted 
events that are the result of unethical behaviour, or be the 
cause of such events, either directly or through omission. 
While Rotta [20] states that while individual companies will 
define what ethical risk means to them, it includes compli-
ance risk (failing to abide by relevant laws and regulations 
and internal policies and procedures), fraud risk, and repu-
tational risk (the effect on the company image from negative 
events). These accounts describe ethical risk as the possibil-
ity of wrongdoing by business employees and executives. It 
suggests a connection between ethical risk and the respon-
sibilities of those who perform business functions, i.e. their 
role responsibilities.

Guidelines and legislation for appropriate uses of AI are 
another potential source for defining ethical AI. One com-
mon approach is to distinguish between different levels of 
risk from AI. The EU AI Act, which defines risk as “the 
combination of the probability of an occurrence of harm 
and the severity of that harm”, contains a list of high-risk 
AI applications that include biometrics, critical infrastruc-
ture, employment, access to essential services, justice 

3  This does create the possibility for an organisation’s values being 
out of alignment with those of the society in which it operates, espe-
cially if they are unconcerned about reputational risk or believe that 
such risk can be manageable.

administration, and in law enforcement [21].4 The AI Act 
also refers to the ethical principles contained within the 
High-Level Expert Group on AI’s Ethics Guidelines for 
Trustworthy AI [22]. While this may suggest that ethical 
risk for AI is the risk that its development and use may be 
contrary to these guidelines, neither the Ethics Guidelines or 
the Act define ‘ethical risk’.

We may also look towards technical standards as a source 
for a definition. For example, IEEE Standard 7000: Model 
Process for Addressing Ethical Concerns during System 
Design defines ethical risk as “[a] risk to ethical values”, 
where ‘risk’ is defined as the “effect of uncertainty on objec-
tives” and ‘ethical values’ is defined as a “[v]alue in the con-
text of human culture that supports a judgment on what is 
right or wrong” [23]. In a paper on the ethics of robotics and 
AI, Winfield and Winkle [24] quote the British Standards 
Institute (BSI) definition of ‘ethical risk’ from standard 
BS8611-2016 Guide to the Ethical Design and Application 
of Robots and Robotic Systems as the “probability of ethical 
harm occurring from the frequency and severity of exposure 
to a hazard”. ‘Ethical harms’, defined in the same standard, 
are “anything likely to compromise psychological and/or 
societal and environmental well-being” [24]. This definition 
presents ethical risk as a broad category that includes psy-
chological, societal, and environmental risks.

This definition captures major ethical concerns that sur-
round risks; in particular, how they may cause psychologi-
cal, societal, or environmental harm. As Blackman’s list of 
categories for ethical risk from AI suggests, mental (or psy-
chological) harms, and damage to social cohesion are within 
the scope of ethical risk for AI. However, the BSI definition 
emphasises a consequentialist understanding of ethical risk 
by focusing on potential harms. Other accounts of ethics 
(such as deontological ethics) place a stronger emphasis on 
the significance of ethical wrongs, which are actions that 
undermine or ignore intrinsic goods (such as respect for 
persons and their rights), regardless of whether harm has 
occurred. Harms may not necessarily be wrongs and vice 
versa [25]. For example, driving a vehicle recklessly but 
without hitting anyone or causing damage may be a wrong, 
but not necessarily a harm [26].

We might address the concern that focusing on harms 
overlooks ethical wrongs by equating harms with wrongs. 
We may interpret wrongs such as rights infringements as 
harms to psychological or social well-being, as ignoring 
rights may be psychological harmful or lead to discrimi-
nation or disrespect that is socially harmful. Similarly, we 
may consider the potential impact of an AI system on the 

4  A similar approach that distinguishes between low, medium, and 
high risk applications (based on the potential impact of the appli-
cation, its duration, and its reversibility) has been proposed by the 
Australian government [73].
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different kinds of responsibility. Ethical or moral respon-
sibility are normative forms of responsibility, which may 
follow from descriptive forms of responsibility [33, 34]. 
Descriptive forms of responsibility (which describe who 
or what is responsible for something occurring) relevant to 
our discussion are causal responsibility, role responsibility, 
responsibility-as-authority, and responsibility-as-capacity 
[33, 35]. People may be casually responsible for an action 
(causal responsibility), perform roles with designated func-
tions (role responsibility), and may also have authority to 
take responsibility for the actions of others or for an organ-
isation if they have a position of authority (responsibility-
as-authority). Responsibility-as-capacity is another form of 
descriptive responsibility as it describes whether someone 
or something possesses moral agency, the capacity to per-
form ethical reasoning and act upon it. Causal responsibility 
for an action or event may or may not correspond to ethical 
responsibility: a storm may be causally responsible for dam-
aging a house, but it is not ethically responsible as it does 
not have moral agency.

Forms of normative responsibility are obligation, account-
ability, blameworthiness, and liability, as they describe who 
should be held responsible in some form. Obligations are 
duties to ensure that a stated action or situation occurs in the 
future [34]. Accountability is the responsibility to explain to 
others (or give an account for) why a certain action occurred 
(or did not occur) [34]. Accountability is important for gain-
ing and maintaining trust in technology developers, under-
standing the causes of technical problems, and how to avoid 
similar problems in the future [36]. Blameworthiness identi-
fies whether an agent may be morally rebuked for an action 
[34]. Liability is the duty to compensate those affected by an 
action or event [34].

Normative forms of responsibility may extend to past 
events or to possible events now and in the future. Being 
held accountable, liable, or being considered blameworthy 
for an unwanted event are backward-looking responsibili-
ties, as they refer to past inabilities to manage or mitigate 
risk. Having an obligation to prevent and mitigate future 
risks, and being accountable, blameworthy, or liable for 
events that may occur are forward-looking responsibilities 
[35].

Liability may be distinguished into moral liability (a duty 
to remedy or compensate for an action or inaction) and legal 
liability (an obligation to be punished or pay damages for an 
action) [34]. Whether someone should be regarded as mor-
ally liable depends on whether they are blameworthy for an 
action or inaction [34]. As legal liability overlaps with legal 
risk (understood as exposure to legal claims of damages, 
compensation, or infringement of laws or regulations) [37], 
we will not consider it further here.

human rights of those affected by its use. The risks of AI to 
human rights are using it to violate human rights, failing to 
consider human rights during the AI’s design, and the nega-
tive impacts on human rights by using AI [27]. The wrongs 
of violating human rights may be regarded as harms. Simi-
larly, if animals and nature are regarded as having rights, 
infringing these rights may be understood as harm to envi-
ronmental well-being. However, Blackman [6] cautions 
against equating harms with wrongs as this obscures cases 
where harms and wrongs do not overlap. Similarly, describ-
ing the imposition of risk as a harm is not without its dif-
ficulties, and does not adequately account for the wrongness 
of imposing a risk that does not result in harm occurring 
[26]. For example, using an AI system may be considered 
an ethical risk if it is used to make decisions or perform 
tasks that we regard as being human responsibilities. This 
might be because there is the possibility of moral deskilling 
(where our abilities of forming moral judgements are nega-
tively affected) if we rely on AI to perform tasks that are 
our ethical responsibilities [28]. There are also often power 
imbalances between the stakeholders associated with an AI 
system, especially if those affected by the decisions made 
using an AI system have no role in deciding how the system 
is used.

We may draw several points from these accounts of ethi-
cal risk. Ethical risks relate to the possibility of unethical 
behaviour, and it may also cover social, environmental, 
and psychological harms. The discussions of ethical risk 
by Rotta and Blackman suggest that the responsibilities of 
stakeholders are significant for identifying ethical risks. The 
BSI definition highlights that ethical risk should cover both 
ethical harms and ethical wrongs, so that it captures both 
actual and potential exposure to harm, and unacceptable 
exposure to risk. As we describe in the next section, we will 
build on the connection between ethical risk and the respon-
sibilities of stakeholders.

3 Ethical responsibility and ethical risk

Risk and responsibility are intertwined [29–31]. Modern 
societies see risk as something to be controlled and man-
aged, implying that someone should take responsibility 
for managing and controlling it or be held responsible if it 
occurs [31]. Attributions of responsibility should also be fair 
in that those responsible are aware of what they are doing 
(or not doing) and are free to act on their responsibility, and 
effective in that they encourage the actions and behaviour 
they are intended to foster [32].

We have already mentioned responsibility gaps as one of 
the ethical risks associated with AI applications. To explain 
why these gaps are a concern, we must first elaborate on the 
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developer is rightly held responsible for the actions of the 
system if they have control over it [13, 41]. While AI sys-
tems are artifacts created by humans for human purposes 
(like other technologies), AI systems are artificial agents 
with properties that other technical artifacts lack, such as 
capabilities for autonomous decision making and interact-
ing with their environment [42]. This agency creates uncer-
tainty over how the system will respond to the inputs it 
receives. This uncertainty is further compounded as machine 
learning (ML) models (currently the dominant approach to 
implementing AI) implement algorithms that they develop 
themselves based on the training data that they process [43]. 
While developers can control the training data used by ML 
models, the developers cannot predict the model’s output. 
As a result, developers have less control over the AI sys-
tem than they would have over traditional computing sys-
tems where developers implement the algorithms within the 
system themselves. This reduced control developers have 
over AI compared to other technologies may contribute to 
responsibility gaps.

Responsibility gaps may be distinguished into four vari-
eties: culpability, moral accountability, public accountabil-
ity, and active responsibility [14]. Culpability gaps occur 
where blameworthiness for an AI system’s actions or deci-
sions cannot be attributed to its developers or users. Both 
moral and public accountability gaps refer to the inability 
of those relying on the recommendations of AI systems to 
explain how the system arrived at that recommendation. 
The difference between moral and public accountability 
gaps are the audience for the explanation: moral account-
ability is an individual’s account of their actions or deci-
sions to other individuals, while public accountability is a 
public official or role holder’s account of their actions or 
decisions to those affected by them. Moral accountability 
follows from general ethical responsibilities of stakehold-
ers as moral agents, while public accountability may follow 
from the ethical responsibilities of a stakeholder’s occupa-
tional role (we discuss occupational roles further in Sect. 4). 
Active responsibility gaps occur when developers and users 
of AI systems are unaware of their obligations to those who 
may be affected by the system, and where developers and 
users may be unable or insufficiently motivated to fulfil 
these obligations [14].

As this distinction between different varieties of respon-
sibility gaps suggests, the lack of control developers have 
over AI systems does not necessarily mean that they do 
not have some form of ethical responsibility for these sys-
tems. Developers still have control over how they mitigate 
the potential risks of the system and whether they follow 
relevant regulations and guidelines in developing the AI 
[41]. We may also consider developers to be accountable 
for the actions of their systems, and to have an obligation 

Normative responsibilities may (but not necessarily) fol-
low from descriptive responsibilities. Causal responsibility, 
moral agency (responsibility-as-capacity), and the potential 
for wrongdoing are preconditions for accountability [34]. 
Having a role responsibility may bring with it obligations 
and a duty to be accountable for one’s actions. The condi-
tions for a reasonable attribution of blameworthiness to an 
agent are moral agency, causal responsibility, the action was 
freely performed and with knowledge of its likely effects, 
and that wrongdoing has occurred [30, 34].

Failing to fulfil an ethical responsibility is an ethical 
wrong as it is a failure to fulfil an ethical duty. Failing an 
obligation towards another is a wrong as it is a failure to 
uphold an ethical duty towards them. Similarly, failing to be 
accountable, blameworthy, or liable is a wrong as it is a fail-
ure to accept an ethical duty. Failing to fulfil a responsibility 
may also be a harm if that wrong is a setback, thwarting, or 
denial of someone’s interests [25].

How do these concepts of responsibility apply to AI sys-
tems? AI may possess descriptive responsibility if it is casu-
ally responsible for an action or if it is used in a role where 
it performs a designated function. Whether AI systems may 
possess responsibility-as-capacity or moral agency, and 
if so, whether it is in isolation of the moral agency of the 
human agents associated with it, is still debated [38, 39]. 
In this paper we will assume that moral agency (and thus, 
ethical responsibility) is only possessed by human persons, 
and that AI systems as artificial agents do not possess moral 
agency [40]. If AI systems possess only casual responsi-
bility, they do not possess any form of normative respon-
sibility, since normative responsibilities require an agent 
to possess responsibility-as-capacity or moral agency. The 
moral agents involved in the decisions and actions made by 
AI systems would be the human agents involved with the 
system, such as the users and developers. AI would appear 
to be just another technology when it comes to ethical 
responsibility.

Technologies poses two major questions for ethical 
responsibility: whether technology developers have spe-
cial responsibilities, and whether using a technology affects 
the responsibilities of its users [32]. Given the connection 
between responsibility and risk, AI developers appear to 
have a prima facie responsibility to control and manage the 
risks connected to the AI system. The legitimacy of attribut-
ing to developers this prima facie responsibility to control 
and manage these risks depends on whether it is fair and 
effective to do so. The fairness of this attribution depends 
on the developer’s capability to be aware that the risk exists 
and its likely impact, and on their ability to decide whether 
to accept that risk.

The fairness of attributing responsibility to technol-
ogy developers is often tied to a ‘control requirement’: the 
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 ● Bespoke surgical tools: A generative AI system that de-
signs attachments for surgical robots that are optimised 
for use on a specific patient by a surgeon for a specific 
operation [45].

 ● Robotaxis: A company operates self-driving cars as a 
taxi service within a suburban environment, where the 
vehicle’s passengers are not expected to intervene in its 
operation [5].

4 AI as sociotechnical systems

The role of stakeholders in an AI system is best understood 
by recognising AI as a sociotechnical system [46]. Socio-
technical systems are hybrid systems that include both 
physical artifacts and human elements such as individuals, 
organisations, and institutions that affect how these artifacts 
are used [47]. Sociotechnical systems traditionally con-
tain three types of components: technical artifacts, human 
agents, and institutions [42, 47]. AI systems also include 
two additional components: artificial agents and technical 
norms [42]. Technical norms are rules that are implemented 
within AI systems, either by the developer or developed by 
AI systems themselves from analysing training data and/or 
from the environment they operate in [42]. AI developers 
have ethical responsibilities (within the constraints of fair-
ness and effectiveness stated above) for the software and 
hardware elements of the AI system (i.e. the technical arti-
fact of the AI), the artificial agent (the AI when it is oper-
ating) and the rules encoded into the AI (i.e. the technical 
norms) that affects its decisions and actions.

The technical artifact is the hardware and software that 
comprises an AI system. Recognising the hardware neces-
sary to develop and use an AI system ensures that the mate-
rial characteristics of AI (such as the environmental impact 
and financial cost of operating it) are not overlooked [48]. 
The software includes the AI model performing the clas-
sification, prediction, or decision-making, and the other 
software necessary for it to operate (such as the operating 
system that the AI model runs on). When the AI model is 
operating, it may be considered as an artificial agent. For 
bespoke surgical tools, the technical artifact is the hardware 
and software used to operate the generative AI that uses 
patient scans to design an optimised shape for an attach-
ment for a surgical robot to perform an operation on that 
patient. The combination of the software that performs the 
autonomous driving of the vehicle and the vehicle itself is 
the technical artifact for the robotaxi.

The human agents, or stakeholders, are anyone who may 
affect and is affected by an AI system, either directly or indi-
rectly [49, 50]. Stakeholders may be identified by their role 

to account for their system’s actions in the future [15, 44]. 
Being an AI developer carries with it a role responsibility to 
be accountable for how their system performs, and an obli-
gation to provide such explanations to other stakeholders in 
the future if needed. As we are considering AI developers as 
stakeholders rather than individual persons, this is a form of 
public accountability to other stakeholders.

Whether attributing responsibility to developers is effec-
tive depends on the behaviours it is intended to promote. 
Ideally, attributing ethical responsibility to developers for 
the risks associated with the technology they create will 
encourage them to address these risks, through mitigation, 
management, or removal. In terms of the varieties of respon-
sibility gap described above, attributing ethical responsibil-
ity to AI developers should prevent active responsibility 
gaps caused by being unaware of their obligations towards 
those affected by the outputs created by their AI systems. AI 
developers are also not the only stakeholders who may be 
affected by active responsibility gaps: the users of AI sys-
tems may also be unaware of the responsibilities they have 
towards other stakeholders.

Based on this discussion of AI, ethical risk, and ethical 
responsibility, we define ethical risk for AI as the possibility 
that a stakeholder connected to that AI system may fail to 
fulfil one or more of their ethical responsibilities towards 
another stakeholder. By defining ethical risk as a failure by a 
stakeholder to fulfil an ethical responsibility, an ethical risk 
is a potential ethical wrong that may also be an ethical harm 
if the risk occurs. Similarly, a stakeholder is at ethical risk 
from an AI system if they are dependent on a stakeholder 
who makes decisions about the AI,5 and so may be wronged 
or harmed by the decision-maker’s failure to fulfil their ethi-
cal responsibilities towards them.

To elaborate on this account, we will draw on the con-
ception of AI systems as sociotechnical systems to describe 
how stakeholders relate to the technical artifacts and techni-
cal norms that compromise an AI system, and then elaborate 
on how stakeholders have different roles in their relationship 
with the AI. We then discuss how these roles may create 
dependency relationships between stakeholders. A stake-
holder’s dependency on another stakeholder’s decisions 
about a risk places them at ethical risk. We will then discuss 
how the decision-making stakeholder’s ethical responsibili-
ties serve to prevent a dependency relationship from becom-
ing one of domination by the decision-maker. Throughout 
the rest of this paper, we will use two examples of AI sys-
tems that pose ethical risks to illustrate our discussion:

5  As we will explain in Sect. 4 on AI as sociotechnical systems, these 
are decisions about the technical artifacts (the hardware and software 
elements of the AI) and the technical norms (the rules encoded into 
the AI) of that system.
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determine how it is used. Designers are indirectly affected 
by other stakeholders using the AI they have developed as 
their commercial success, reputation, and legal liability will 
be impacted by the quality of the surgical tools designed by 
the AI they have created.

The different types of stakeholders may also be distin-
guished into classes depending on their relationship towards 
it. The literature on the stakeholders for interpretable and 
explainable AI is a good starting point for this purpose [53, 
54]. While this is not intended to be an exhaustive list, pos-
sible classes of AI stakeholders include:

 ● Accident and Incident Investigators: those who investi-
gate failures and accidents involving AI systems to de-
termine whether the AI system was casually responsible 
[54]. Hospitals and medical institutions, regulators, and 
surgical colleges who investigate potential failures of 
surgical tools designed using AI, and the investigators 
of vehicle incidents involving robotaxis belong to this 
class of stakeholders.

 ● Data-Preparers: those who generate and annotate data 
used as the training data for developing ML models [51].

 ● Data-Subjects: those whose personal data is contained 
in the training data used to train a ML model [53].

 ● Developers/Service Providers: those who develop and 
support an AI system [54]. They also be distinguished 
between owners of the AI system’s intellectual property, 
and the implementers who develop the system itself 
[53].

 ● End-Users: direct users of an AI system who are di-
rectly affected by it [54]. Surgeons are end-users of AI-
designed surgical tools as they directly use these tools 
to treat their patients. The passengers who use robotaxis 
are also end-users.

 ● Expert Users: direct users of an AI system who are indi-
rectly affected by it [54]. The radiologists who provide 
patient scans for the AI are expert users, as they are only 
indirectly affected by how well the AI designed the be-
spoke surgical tool.

 ● Insurers: those who cover financial risks for develop-
ers and operators of AI systems [54]. Medical insurers 
would decide whether they are willing to accept cov-
ering financial costs for the potential risks of surgeons 
using bespoke surgical tools. Vehicle insurers would 
also consider whether they are willing to accept the fi-
nancial costs of liability claims for accidents caused by 
robotaxis.

 ● Prediction-Recipients: those directly affected by the 
decisions and predictions made by an AI system, but 
are not users of the system themselves [54]. Patients 
treated using an AI-designed surgical tool and the fab-
ricators who use 3D printing to create that tool are both 

in interacting with (or being affected by) an AI system [50]. 
The stakeholder’s role may describe their duties in relation 
to an AI system, their contextual identity, or to the circum-
stances in which that system affects them [50]. The role of 
developer, for instance, designates the individuals or groups 
who create and design a particular AI system. Similarly, the 
workers who prepare the data used to train AI systems [51] 
are also stakeholders. A user is the contextual identity of 
someone intentionally using an AI system for a given pur-
pose. Cyclists and pedestrians are stakeholders in self-driv-
ing vehicle technology, as they are likely to be present and 
affected by its use.

Mapping the process that the AI will be used in is one 
method of determining the stakeholders who interact with 
the AI directly, those who are indirectly affected by the use 
of AI by others, and those who supply data that the AI uses 
[52]. For example, a case study of AI-designed attachments 
for surgical tools identified eight stakeholders who may 
affect or are affected by the AI system that designs these 
tools [52]:

 ● designers who develop the AI system;
 ● fabricators who use 3D printing to create the AI-de-

signed tool;
 ● hospitals and medical institutions where the operation 

using these tools takes place;
 ● patients who are treated using the bespoke surgical tool;
 ● radiologists who perform the patient scans that the AI 

uses as input to create a bespoke surgical tool design for 
that patient’s operation;

 ● regulators who determine what tools, technologies, and 
techniques are permissible to use in healthcare settings;

 ● surgeons who decide to use a bespoke surgical tool to 
treat their patients; and.

 ● surgical colleges who control the certification of sur-
geons and determine what tools, technologies, and tech-
niques they are permitted to use.

Of these eight, fabricators, patients, radiologists, and sur-
geons directly affect the AI or are directly affected by its 
use. Surgeons decide whether to use it to create a specialised 
tool for treating an individual patient. Radiologists provide 
the patient scans that the surgeon uses as input for the AI 
system, and the output of the AI system is the bespoke sur-
gical tool design is the design the fabricator uses to create 
the tool using 3D printing. Patients are treated using a tool 
it has designed.

The remaining stakeholders (designers, hospitals and 
medical institutions, regulators, and surgical colleges) indi-
rectly affect the use of the AI. Hospitals and medical insti-
tutions, regulators, and surgical colleges indirectly affect 
the AI by imposing rules, regulations, and policies that 
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accreditation. Professional organisations that set standards 
and expectations of their members may also be stakehold-
ers if they have a say in whether (and how) their members 
use AI. The IEEE standard that presents a description of 
ethical risk that we mentioned earlier (Standard 7000 Model 
Process for Addressing Ethical Concerns during System 
Design) is one example of how professional organisations 
may play a role in how AI is designed and used [23].

Other stakeholders, such as users and patients, are social 
roles rather than occupational roles. Their social role is 
largely defined by their interactions with an AI system or 
with other stakeholders who are affected by its use. Con-
sider some of the stakeholders for an AI system that designs 
bespoke surgical tools. The surgeons and radiologists are 
occupational role stakeholders, while the patients are social 
role stakeholders, as ‘patient’ is the contextual identity of 
persons seeking and undergoing medical treatment. Social 
roles are not necessarily distinct from occupational roles: an 
injured soldier has both the occupational role of soldier and 
social role of patient.

As mentioned above, the artificial agent is the AI itself 
when it is operating as part of the technical artifact, and 
although it has agency (as it can make decisions and pos-
sibly interact with its environment if it is programmed to do 
so), we have assumed for this paper that it does not possess 
moral agency (or responsibility-as-capacity). As such, only 
the stakeholders that are part of the AI sociotechnical system 
possess ethical responsibility. However, the artificial agent 
may possess causal responsibility as it is the direct cause 
of the actions or decisions performed by the AI system. For 
bespoke surgical tools, the artificial agent is the software 
that uses a patient scan to determine an optimal design for 
an attachment for a surgical robot to perform a specific oper-
ation on that patient. For robotaxis, the artificial agent is the 
autonomous driving software that is in control of the vehicle 
that carries passengers to their destination.

Depending on how it is implemented, the technical 
norms within an AI system (i.e. the rules that determine how 
it makes decisions) are defined by the developer, determined 
by the AI itself through analysing training data or by ana-
lysing or interacting with its environment [42]. AI systems 
that are implemented using symbolic AI (so-called ‘good 
old-fashioned AI’ or GOFAI) use formal models of the AI’s 
operating environment and heuristics to make decisions 
[57]. In such systems, the technical norms are defined by 
the developer, and the developer can understand (in prin-
ciple) how the system made a specific decision. However, 
the most effective AI systems in real-world applications are 
ML systems, where the algorithms that determine how the 
AI makes decisions are developed by the AI itself through 
processing training data or some other method such as evo-
lutionary algorithms [43, 58]. In these cases, the technical 

prediction-recipients. For robotaxis, other road users 
and pedestrians are prediction-recipients.

 ● Regulatory Agencies: those who protect the interests of 
those directly affected by an AI system (such as predic-
tion-recipients and end-users) [54]. Belonging to this 
class are the regulators and surgical colleges who deter-
mine whether an AI system for designing surgical tools 
may be used, and the regulators who determine whether 
self-driving vehicles are permitted on public roads.

These possible classes offer a starting point for identifying 
the stakeholders who relate to a specific AI system.6 These 
stakeholder classes also have interactions between them-
selves: the decisions made by developers, for example, will 
affect end-users, expert users, and prediction-recipients.

Institutions are rules, laws, social norms, and regula-
tions that stakeholders follow in their actions and deci-
sions [47]. For bespoke surgical tools, institutions include 
the legal and professional requirements for surgical opera-
tions, the professional ethics of surgeons and medical staff, 
best practice guidelines for surgery, and the regulations 
and procedures of hospitals and medical institutions. For 
robotaxis, institutions include the laws and regulations that 
govern both motor vehicle use and the use of autonomous 
vehicles on public roads, and the safety requirements for 
vehicles. These rules and regulations may also define the 
roles of stakeholders [47]. We can distinguish between the 
general and role responsibilities of stakeholders [55].7 Gen-
eral ethical responsibilities are ethical duties held by any 
agent that possesses moral agency. All stakeholders share 
the same general ethical responsibilities that accompany 
moral agency. Role responsibilities are duties that follow 
from being a particular type of stakeholder, such as a doc-
tor, electrical engineer, or software developer. These duties 
may be part of the stakeholder’s occupational role, which 
is a form of social role where the role holder internalises 
a set of attitudes associated with that role and acts in ways 
expected of those who perform it [56]. Professions and pro-
fessional organisations are institutions that define the occu-
pational role of their members. Professions may define these 
duties in codes of conduct or standards that members of an 
occupational role must adhere to as part of their professional 

6  Different stakeholder classes may also have different perceptions of 
risk, and may identify risks relevant to them that others may overlook 
or disregard. Including multiple perspectives of risk is an important 
method of avoiding ‘professional ethnocentrism’ of engineers and 
other technical fields that priorities objective measures of risk over 
public risk perceptions [74]. We will not explore this point further 
here.

7  Alexandra and Miller [56] make a similar distinction between inter-
nal and external responsibilities, where internal responsibilities cor-
respond with role responsibilities, and external responsibilities with 
general responsibilities.
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operate, utilise the system for a given purpose, and evaluate 
its effectiveness [52].

The relationships between stakeholders may be further 
clarified by identifying the risk roles each stakeholder holds. 
Any risk has associated with it the roles of beneficiary, 
decision-maker, and risk-exposed [7, 59]. Beneficiaries gain 
from the risks taken either by themselves (which also gives 
them the roles of decision-maker and risk-exposed for that 
risk) or by others. For risks where there is no benefit to those 
affected and where the costs of prevention, mitigation, and 
recovery are not borne by the risk-exposed themselves, the 
‘beneficiaries’ are those who bear these costs [7].8

The risk role of decision-maker corresponds with being 
ethically responsible in some form (such as having an obli-
gation or being accountable, blameworthy, or liable) for that 
risk. As they possess ethical responsibility, the decision-
maker will necessarily possess responsibility-as-capacity 
(i.e. moral agency). The ethical responsibilities of being the 
decision-maker may be for risk reduction, risk assessment, 
risk management, or risk communication [60]. Each of 
these responsibilities are obligations as they refer to reduc-
ing, assessing, managing, or communicating risks that may 
occur now or in the future. These responsibilities may be 
part of a broader framework of risk governance [61, 62].

The relationship between the risk role holders (ben-
eficiary, decision-maker, and risk-exposed) describes the 
responsibilities that exist between them. After a risk has 
occurred, the decision-maker may be:

 ● accountable to those who may have benefited from it or 
were exposed to that risk for why they decided to take it,

 ● blameworthy if deciding to take that risk was not ethi-
cally permissible (either for themselves or to the benefi-
ciaries and the risk-exposed), or.

 ● liable if they should be punished or compensate the risk-
exposed or potential beneficiaries for deciding to take 
that risk.

For example, a surgeon using an AI-designed tool to treat a 
patient is accountable to that patient for this decision, and 
the developer of the generative AI system that designs these 
tools is accountable to surgeons, patients, the fabricators 
who use 3D printing to create these tools, and the radiolo-
gists who perform the patient scans used as input for the 
AI [63]. Similarly, the robotaxi developer is accountable to 
the passengers of their vehicles, and to other road users for 
how their vehicle operates. In both cases, the AI developer 
is accountable to the relevant regulators.

8  Hansson [7] suggests the term ‘counter-affected’ in place of ‘benefi-
ciary’ to better describe this role. For simplicity, we will use ‘benefi-
ciary’ to describe both beneficiaries and the counter-affected.

norms are determined by the artificial agent rather than the 
developer directly, and the developer may not be able to 
explain why the AI system made a specific decision. How-
ever, the developer still has some control over the possible 
decisions the AI may make by imposing restrictions on the 
permissible decisions it can make. For example, the AI that 
designs bespoke surgical tools may have restrictions on the 
dimensions and characteristics that the tools it designs may 
have. Similarly, a robotaxi may have technical norms that 
prevent it from making certain kinds of decisions, such as 
ignoring traffic signs.

5 Stakeholders and risk roles

The classes of AI stakeholders mentioned in Sect. 4 may 
be used as a starting point for identifying the stakeholders 
involved with a particular AI system. An AI system will 
necessarily have developers and service providers. Those 
who use the AI system may be end-users if they are directly 
affected by their use of the system or expert users if they 
are only indirectly affected by their use of it. For example, 
someone using an AI to recommend films for them to watch 
is an end-user, while a professional using an AI to assist 
them in making decisions for a client is an expert user. The 
client of an expert user is a prediction-recipient, as they are 
affected by the output of the AI but do not use it themselves. 
Depending on what the AI is being used for, there may also 
be regulators who control how the AI may be used, as well 
as incident investigators who determine whether the AI was 
casually responsible for harmful outcomes.

There are considerable interactions between these stake-
holders. These interactions may include ethical respon-
sibilities of obligation, accountability, blameworthiness, 
and liability. While the specific ethical responsibilities will 
depend on the individual AI system, there are some gen-
eral responsibilities that are likely to exist between the 
stakeholder classes associated with an AI. End-users may 
be accountable for how they use AI. Expert users will have 
obligations towards and be accountable to prediction-recip-
ients. Developers and service providers will be accountable 
to regulators and incident investigators. Incident investiga-
tors will establish whether any stakeholders are blamewor-
thy for a harmful or wrongful use of AI, and regulators will 
determine whether any stakeholders are liable for such use.

The specific ethical responsibilities between stakeholders 
may be identified by considering how an AI system is used 
within a larger process. How stakeholders fulfil their respon-
sibilities will affect other stakeholders and their ability to 
fulfil their own responsibilities in the process. Mapping out 
the process in which AI is used will identify how stakehold-
ers make decisions about using it, provide resources for it to 
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relationship between these roles is a dependence relation-
ship [7]. Risk roles overlap if one party holds two or all 
three of the roles of beneficiary, decision-maker, and risk-
exposed. A dependence relationship occurs where one risk 
role is dependent on another for something of value. This 
dependence (where one party can exercise power over 
another) is ethically significant as it may indicate that the 
dependent party lacks autonomy over their exposure to risk, 
or that they may be exploited for another’s benefit.

6 Risk relationships and dependency

A variety of relationships may exist between the stake-
holders affected by an AI’s ethical risks. Combined with 
identifying the roles stakeholders possess in relation to an 
AI, clarifying the type of relationships that exist between 
stakeholders will indicate the types of ethical responsibili-
ties they have to each other. Wolff [64] describes five rela-
tionship types that may exist between decision-makers, the 
beneficiaries of taking a risk, and the risk-exposed: individ-
ualism, paternalism, maternalism, externality, and adjudica-
tory. Individualism is the simplest relationship, as there is 
only one party who is the beneficiary, decision-maker, and 
exposed to risk (i.e. there is complete overlap in who holds 
all the risk roles) [64]. As we are concerned with ethical 
responsibilities to other stakeholders, we will not consider 
this type of relationship further here.

The other relationships (where the risk roles of ben-
eficiary, decision-maker, and risk-exposed are distributed 
across two or more stakeholders) may potentially be depen-
dent relationships between the decision-maker and the ben-
eficiary or risk-exposed (or both). These relationships may 
be ethically relevant as a power imbalance between stake-
holders may exist where the risk-exposed and/or beneficiary 
do not have reciprocal power over the risk decision-maker 
(Maheshwari & Nyholm, 2022). This lack of reciprocity 
means that the risk-exposed and/or beneficiary must trust 
the decision-maker not to exploit their vulnerability to the 
risks under the decision-maker’s control. These relation-
ships are listed in Table 1 and are described further below.

A paternalistic relationship may exist if one party is both 
the beneficiary and the risk-exposed, while another is the 
decision-maker [64]. This may occur if an AI developer has 
full control over the risks of their system, and the user has 
no choice but to accept the AI system as it is. In this case, the 
user is at ethical risk from the AI developer failing to fulfill 
their responsibilities to them. For example, with the AI used 
to design bespoke surgical tools, the AI developer holds the 
role of decision-maker, and the patient and surgeon are both 
beneficiaries of using AI and exposed to the risk of using 
it to design the tool [63]. In this case, the developer has a 

To distinguish between accountability and blameworthi-
ness, we must consider the conditions for accountability and 
potential reasons for why blameworthiness does not follow 
from being accountable [35]. As mentioned earlier, the con-
ditions for accountability include being a moral agent (i.e., 
responsibility-as-capacity), being the cause of an event (i.e., 
being causally responsible), and the potential for wrongdo-
ing to have occurred [34]. If these conditions are met, the 
accountable agent may not be blameworthy if they lack the 
knowledge (or could reasonably have had the knowledge) 
of the outcome of their action (or inaction), if they were not 
free to choose their actions (or inactions), and if no wrong-
doing has occurred. As blameworthiness is a precondition 
for moral liability, a blameworthy decision-maker may also 
be morally liable: it would be appropriate morally for them 
to compensate the beneficiary or risk-exposed (or both) for 
their management of the risk.

In the bespoke surgical tool example, a surgeon may be 
blameworthy if they did not attempt to mitigate the risks of 
using an AI-designed tool in surgery. A surgeon may miti-
gate these risks in several ways. They may consult with the 
radiologist performing the patient scans used as input for 
the AI system that designs the tool that the scans are correct, 
and they may consult with the operator of the 3D printer that 
creates the tool that it is fit-for-purpose before it is used in 
surgery, and inspect the tool themselves before they use it 
[63]. The developer of the generative AI system that designs 
the tool may also be blameworthy if they do not the mitigate 
the risks of their system designing a tool that is unfit for use 
by the surgeon [63]. The blameworthiness (and potentially, 
the liability) of these stakeholders would be determined by 
stakeholders who are accident and incident investigators, 
such as hospitals and medical institutions, regulators, and 
professional organisations.

In the robotaxi case, if a robotaxi hit a pedestrian, the 
vehicle’s developer would be accountable to the other stake-
holders to explain why the risk occurred.9 For the developer 
to also be blameworthy, it would also have to be established 
that they could have reasonably foreseen the circumstances 
in which the accident occurred, and that there were effec-
tive means of mitigating this risk that were not used or had 
been ineffective. Establishing this is the role of the accident 
and incident investigator. The developer may also be mor-
ally liable if it would be legitimate to punish them for failing 
to prevent the risk from occurring or if they have a duty to 
compensate those affected by the accident.

Identifying the relationships between risk role holders 
highlights where these risk roles overlap, and where the 

9  This occurred in October 2023 in San Francisco, where a General 
Motors (GM) Cruise robotaxi hit a pedestrian that had first been hit 
by a human-operated vehicle [5, 71]. For reasons of space and scope, 
we will not examine this specific incident here.
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An adjudicatory relationship is created where one party 
is the decision-maker, another is the beneficiary, and another 
is exposed to the risk [64]. The decision-maker determines 
how benefits and risks are distributed, without being a ben-
eficiary or exposed to the risks themselves. Regulators may 
have this relationship with other stakeholders, as their deci-
sions will determine whether other stakeholders will be able 
to benefit from the risks of a regulated AI, and which stake-
holders are exposed to these risks.

7 Risk relationships and ethical 
responsibilities

Dependency relationships have the potential to foster the 
domination of the dependent by whoever has power over 
them [67]. Domination is an important concept in repub-
lican political theory, which interprets domination as arbi-
trary power over others, and freedom as non-domination 
[68]. Lovett [67] defines a social power as being arbitrary 
“to the extent that its potential exercise is not externally 
constrained by effective rules, procedures, or goals that are 
common knowledge to all persons or groups concerned”.

Maheshwari and Nyholm [69] draw on this to define 
the concept of dominating risk impositions, which are rela-
tionships between decision-makers who impose risks onto 
others and those affected by these risks. A dominating risk 
imposition exists where there is a dependency between the 
decision-maker and the risk-exposed, there is a power dif-
ference between the decision-maker and the risk-exposed, 
and the decision-maker’s ability to impose risk is arbitrary, 
so that the risk-exposed cannot limit or control the decision-
maker’s ability to expose them to risk [69]. This power dif-
ference is non-arbitrary if the decision-maker’s ability to 
impose risk is limited by effective rules or procedures that 
both the decision-maker and risk-exposed are aware of, or 
if the risk-affected themselves have instructed the decision-
maker to make the decision about risk on their behalf, and 
the decision-maker is accountable to the risk-exposed for 
this decision [68]. The risk-exposed may be wronged in 
such relationships if their risk exposure further strengthens 
the dominating relationship the decision-maker has with 
them or if it creates a new domination relationship where 
the decision-maker previously did not dominate that aspect 
of the risk-exposed’s life [69].

Maheshwari and Nyholm [69] use trials of self-driving 
cars as a taxi service in suburban areas as an example of 
a dominating risk imposition. The passengers in robotaxis 
are dependent of the decision-makers who developed the AI 
controlling the vehicle (for simplicity we will assume the AI 
developer and the car’s operator are the same). This depen-
dency relationship between passenger and AI developer is 

paternalistic relationship with both surgeons and patients. 
Similarly, the robotaxi developer has a paternalistic rela-
tionship to the vehicle’s passengers.

The inverse of a paternalistic relationship exists where 
one party is the decision-maker and the risk-exposed, while 
another is the beneficiary. This situation occurs when a 
stakeholder acts a guarantor for a transaction by another 
stakeholder [64].10 A specific example of this is the com-
mitment made by Microsoft to users of its AI tools Github 
Copilot and Azure OpenAI Service that it will pay any legal 
costs that users incur if their creations made using these 
tools are found to infringe copyright [65]. In this case, 
Microsoft (as the developer) is the decision-maker and risk-
exposed, and the end-users and expert-users of these sys-
tems are beneficiaries.

Externalities are created by relationships where one 
party is risk-exposed while another is the decision-maker 
and the beneficiary [64]. Externalities are the effects eco-
nomic transactions have on those who are not involved in 
that transaction and may be positive or negative depending 
on whether the effects are desirable or not [66]. Given that 
risks are potentially unwanted events, this relationship only 
represents negative externalities. Positive externalities may 
be better represented by a guarantor relationship. Negative 
externalities raise ethical concerns as the decision-maker 
gains the potential benefits of risk-taking without also 
exposing themselves to that risk [64]. This creates a ’moral 
hazard’, where the lack of risk exposure affects the decision-
maker’s willingness to take risks that they benefit from [64]. 
In the bespoke surgical tools example, the AI developer is 
the decision-maker and beneficiary of the use of this system, 
while the fabricator who uses 3D printing to produce the 
designed tool is exposed to the risk of the AI producing a 
flawed design [63]. The relationship between the developer 
and the fabricator in this case is a negative externality.

10  While Wolff [64] calls this a maternalistic relationship to empha-
sise that it is the inverse of paternal relationship, we will call this a 
guarantor relationship to avoid unintentional implications that there 
are gendered aspects to these relationships.

Table 1 Dependency relationships (based on Wolff 2010)
Relationship Stakeholder A Stake-

holder B
Stake-
holder C

Depen-
dency

Paternalist Decision-Maker Beneficiary 
and Risk-
Exposed

B depends 
on A

Guarantor 
(‘Maternal-
ist’)

Decision-
Maker and 
Risk-Exposed

Beneficiary B depends 
on A

Negative 
Externality

Decision-Maker 
and Beneficiary

Risk-
Exposed

B depends 
on A

Adjudicatory Decision-Maker Beneficiary Risk-
Exposed

B and C 
depend 
on A
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Where the beneficiary or the risk-exposed (or both) of a risk 
are dependent on a decision-maker to manage it, the deci-
sion-maker has an obligation toward them to do so. Failing 
to meet that obligation (intentionally or otherwise) means 
that the decision-maker dominates the beneficiary or risk-
exposed, as the obligation has failed as a means of limiting 
the decision-maker’s power over them. Neglecting to effec-
tively manage a risk creates an ethical risk for the decision-
maker, and this possibility of the decision-maker neglecting 
their obligation towards them is an ethical risk for the ben-
eficiary or risk-exposed.

Similarly, backward-looking responsibilities, such as 
accountability and blameworthiness, may also be described 
as a relationship between the decision-maker and another 
party who is the beneficiary or risk-exposed or both where it 
is appropriate for the other party to hold the decision-maker 
responsible for some managing a risk under the decision-
maker’s control [35]. The decision-maker is accountable 
towards (and potentially held blameworthy by) the ben-
eficiary or risk-exposed (or both) for their management of 
the risk. In the context of robotaxis, the stakeholders are 
the car’s developers, passengers, other road users, and resi-
dents.11 The passengers are the robotaxi’s end users. The 
road users and residents are prediction-recipients who are 
exposed to the risks of the robotaxi, such as pedestrian rec-
ognition. They are also dependent on the robotaxi’s devel-
oper as the developer makes decisions about these risks. To 
prevent this dependency from becoming domination, the 
robotaxi’s developers have ethical responsibilities towards 
the other stakeholders. These ethical responsibilities will 
be the forward-looking responsibility of obligation (to 
reduce, mitigate, or remove the risks), and the backward-
looking responsibilities of accountability and blameworthi-
ness. The risks of the self-driving car are ethical risks for 
the robotaxi’s developer, and the end-users (passengers) and 
prediction-recipients (other road users and residents) are at 
ethical risk from these risks.

8 Conclusion

Discussions of AI ethics often use the term ‘ethical risk’ 
without defining exactly what this term means and what 
distinguishes it from other forms of risk. In this paper, we 
have presented a new definition of ethical risk for AI that 
emphasises the relationship between risk and responsibility 
occurring within a sociotechnical system comprised of tech-
nical artifacts, stakeholders, institutions, artificial agents, 

11  This list is incomplete: for instance, the regulator who establishes 
the legality of operating self-driving cars on public roads is another 
stakeholder, for instance. We are focusing on these stakeholders 
merely for illustrative purposes.

not a dominating one as the passenger has chosen to ride in 
the robotaxi, and the AI developer is accountable to the pas-
senger. Operating robotaxis in a suburban area also affects 
the risks pedestrians and drivers face in using the roads in 
that area. Other road users are exposed to the risk imposed 
by the robotaxi’s developer to operate their cars in their area, 
and as the AI developer is the decision-maker about how 
the robotaxi operates, the other road users are dependent 
on them. Unlike the robotaxi’s passengers, however, the 
AI developer is in a dominating risk relationship with other 
road users, as the other road users cannot prevent the devel-
oper from operating the robotaxi on their roads (outside of 
advocating for this to be made illegal), and the developer’s 
decisions in how the robotaxi operates would be arbitrary to 
the other users outside of the limits imposed by traffic laws.

As the above example suggests, laws may restrict the 
arbitrary powers that decision-makers have over those who 
are dependent on them, and so prevent dependency relation-
ships from becoming dominating ones. The responsibilities 
of decision-makers may also set limits on how they may use 
the power they possess over others. The commonly known 
rules, procedures, or goals mentioned in Lovett’s defini-
tion of arbitrary social power may be part of the decision-
maker’s role responsibilities and obligations. These ethical 
responsibilities serve to prevent the dependent relationships 
that exist between decision-makers and those affected by 
their decisions from becoming relationships of domina-
tion by the decision-maker. The bespoke surgical tools 
example demonstrates how dependent relationships may 
be prevented from becoming dominating ones. As noted in 
Sect. 6, the developer of the AI system that designs surgi-
cal tools has a paternalistic relationship with the surgeons 
who use these tools and the patients treated with them, as 
the developer makes the decisions about how the system is 
implemented and the types of possible tools it can design. 
Surgeons and patients are dependent on the AI developer. To 
prevent this dependency relationship from being a dominat-
ing one, the AI developer will be accountable for how well 
the tool designs created by the AI fulfill their intended func-
tion, and have an obligation to mitigate the risks of using 
generative AI for this purpose [52]. The developer would 
also be blameworthy if they fail to fulfill these responsibili-
ties towards patients and surgeons [52]. Forward-looking 
responsibilities, such as obligations, may be described as a 
relationship where one party owes it to another to ensure that 
some action occurs [35]. In the context of the risk relation-
ships described here, the first party is the decision-maker, 
the other party is the beneficiary or risk-exposed (or both), 
and the action is managing (through avoiding, reducing, 
or mitigating) a risk associated with a technology that the 
first party controls. This relationship represents an obliga-
tion between the decision-maker and the other stakeholders. 
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